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Abstract

The relative equilibria of a symmetric Hamiltonian dynamical system are the critical p
of the so-calledaugmented Hamiltonian. The underlying geometric structure of the system
used to decompose the critical point equations and construct a collection of implicitly d
functions and reduced equations describing the set of relative equilibria in a neighborhoo
given relative equilibrium. The structure of the reduced equations is studied in a few re
situations. In particular, a persistence result of Lerman and Singer [Nonlinearity 11 (1998)
1649] is generalized to the framework of Abelian proper actions. Also, a Hamiltonian version
Equivariant Branching Lemma and a study of bifurcations with maximal isotropy are presente
elementary example illustrates the use of this approach.
 2003 Elsevier Inc. All rights reserved.

1. Introduction

The systematic analysis of bifurcations of relative equilibria was greatly stimu
about fifteen years ago by specific applications involving nonconservative vector
namely the secondary bifurcations from nontrivial equilibria in hydrodynamical sys
such as Couette–Taylor flows and Rayleigh–Bénard convection in a spherical she
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problem was attacked analytically by Chossat and Iooss [7], and more qualitative
Rand [37]. A major success of the analytical approach was obtained by Iooss [19
classified the possible patterns bifurcating from a group orbit of equilibria in a system
symmetryO(2). In Moutrane [32], the bifurcation of rotating waves, which are rela
equilibria with a single drift frequency, was investigated in the problem of the ons
convection in a system with spherical symmetry. However it was Krupa [20] who
developed a general theory for bifurcations from relative equilibria. The basic tool he
was theInvariant Theoremof Palais (see [4,36]). IfG is a Lie group acting properly o
a manifoldM, the Slice Theorem establishes an isomorphism for eachm ∈M between
a tubular neighborhood of the orbitG · m and thenormal bundle, with baseG · m and
fiber equal to the normal sliceNm to the tangent space toG · m at m. It was shown by
Field [11] and then by Krupa that within such a tubular neighborhood anyG-equivariant
vector fieldX ∈ X(M) can be decomposed into the sum of two vector fields: one,XN ,
defined on the normal bundle, and the other,XT , defined on the tangent bundle toG ·m.
Krupa showed that the dynamical information, in particular the bifurcation propertie
a parameter dependent family of vector fields, are entirely contained inXN .

The analysis of relative equilibria of conservative systems has played a central
the development of geometric mechanics, ranging from the classic work of Rieman
and Routh [40,41] to Smale’s seminal work [43]. However, the use of local singu
theory methods, rather than explicit calculations or global topological methods, i
analysis of conservative systems is relatively recent. (See, e.g., [10,14,18,22,29] a
references discussed below.) Bifurcations of relative equilibria of Lagrangian sy
and canonical Hamiltonian systems, i.e., Hamiltonian systems on cotangent bu
with the canonical symplectic structure and a lifted group action, have been s
by Lewis et al. [27] and Lewis [24,25] using the reduced energy-momentum m
developed in [42] and [23]. This approach uses the locked Lagrangian, the general
of Smale’s augmented potential to Lagrangian systems and their Hamiltonian anal
characterize relative equilibria as critical points of functions on the configuration man
parameterized by elements of the algebrag of the symmetry groupG. A key componen
of the reduced energy-momentum method is the decomposition of the tangent spaTqQ

of the configuration manifoldQ at a pointq into the tangent spaceg · q to the group
orbit and an appropriate complement consisting of so-called ‘internal’ variations
associated decomposition of the relative equilibrium equations into ‘rigid’ and ‘inte
equilibrium conditions is analogous to the decompositions introduced by Field [11
Krupa [20] in the context of general equivariant vector fields. The ‘rigid’ condition ca
used to determine a submanifold of ‘candidate relative equilibria;’ imposing the rema
equilibrium conditions on this submanifold determines the relative equilibria.

Our goal is the development in the symplectic category of a decomposition
analogous to that of Krupa that will take into account the additional structure pr
at the kinematical level in Hamiltonian systems, without assuming all the ingred
utilized in the reduced energy-momentum method. Given that many Hamiltonian sy
are constructed on symplectic manifolds that are not cotangent bundles, such a to
much interest. The analog of the Invariant Slice Theorem in the symplectic categ
given by theMarle–Guillemin–Sternberg normal form[16,17,28] (we will refer to it as the
MGS–normal form) so, in principle, one could work as in Krupa [20] using this norm
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form instead of the Slice Theorem. This does not seem to be the best way to pr
since to search for relative equilibria of Hamiltonian systems one does not need to
with the Hamiltonian vector field; there are scalar functions, theaugmented Hamiltonians,
whose critical points are precisely the relative equilibria. Guided by Krupa’s normal b
decomposition for equivariant vector fields and the MGS-normal form, in Section
will construct aslice mappingwith which we can decompose the critical point equati
determining the relative equilibria into a system of four equations. These split critical
equations are analyzed in Section 3 in a neighborhood of a given a relative equilibriume.
Using the Implicit Function Theorem and Lyapunov–Schmidt reduction, we can con
a local submanifold containing all relative equilibria sufficiently near the group orbit ome.
The remaining equilibrium conditions, called thereduced critical point equations, can
be analyzed on this submanifold using standard techniques from bifurcation theo
Section 3.1 we study the equivariance properties of the reduced critical point equ
In Section 3.2 we show how to choose a slice mapping so that one of the reduced
point equations admits a simpler solution.

In Section 4 we use the reduced critical equations and a slice mapping cons
via the MGS-normal form to study the persistence of a family of relative equilibr
a neighborhood of a nondegenerate relative equilibrium when the symmetry group
system is Abelian. In particular, we generalize to proper group actions a result from L
and Singer [21] originally proven for compact groups. This result was already pres
in [33].

In Section 5 we study bifurcations from a degenerate relative equilibrium and
Hamiltonian analogs to bifurcation theorems for solutions with maximal isotropy w
were first stated in the nonconservative context, namely the Equivariant Branching L
of Vanderbauwhede [44] and Cicogna [9], and a theorem for bifurcation of solutions
maximal isotropy group of complex type [8,30].

In Section 6 we apply the results developed here to a system onC
4 modeling a 1: 2

wave resonance. Such models have been analyzed in [5] and [6]; thus this example
a comparison of our approach to previously employed techniques.

2. Relative equilibria as critical points

LetG be a Lie group acting smoothly on the manifoldM and letX ∈X(M) be a smooth
G-equivariant vector field onM with flow Ft . We now briefly introduce some of the ke
notations used here. Let exp :g →G denote the exponential map from the Lie algebrg

of G toG, g ·m denote the image ofm ∈M under the action ofg ∈G, andξM denote the
vector field

ξM(m)= d

dε
exp(εξ) ·m|ε=0,

called theinfinitesimal generatorassociated toξ ∈ g. Given a subspaces of g and a point
m ∈M, we set

s ·m := {ξM(m) ∣∣ ξ ∈ s
}⊂ Tm(G ·m),
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whereG · m := {g · m | g ∈ G} denotes the orbit ofm. If M andN are manifolds and
ϕ :M → N is a differentiable map, then the linearization ofϕ at m ∈M is denoted by
Tmϕ :TmM → Tϕ(m)N ; if N is a vector space, then the linear mapDϕ(m) :TmM → N

is defined using the standard identification ofTϕ(m)N with N . If F maps a produc
V1 × · · · × Vk of vector spaces into a vector spaceN , thenDVj F (v1, . . . , vk) :Vj → N

denotes the partial derivative ofF with respect to thej th factor. Given a subspaceW of a
vector spaceV ,W ◦ ⊂ V ∗ denotes the annihilator ofW .

Let X ∈ X(M) be a smoothG-equivariant vector field onM with flow Ft . We say
that the pointme ∈ M is a relative equilibriumof the vector fieldX if there exists an
elementξ of the Lie algebrag of G, called agenerator of the relative equilibrium, such
thatFt (me) = exp(tξ) · me; me is a relative equilibrium with generatorξ if and only if
X(me)= ξM(me).

We are interested in relative equilibria of Hamiltonian systems. Specifically, we as
throughout the paper that the manifoldM is symplectic and that the action ofG on M
is symplectic, with associated equivariant momentum mapJ :M → g∗. In addition, we
assume that the equivariant vector fieldX is Hamiltonian, with associatedG-invariant
Hamiltonianh ∈ C∞(M). In this framework, the search for relative equilibria reduce
the determination of the critical points of a certain family of functions. Indeed, a clas
result ([1, p. 307] and [3, p. 380]) states that a pointme ∈M is a relative equilibrium ofXh
with generatorξ ∈ g if and only ifme is a critical point of theaugmented Hamiltonianhξ ,
given by

hξ (m) := h(m)− 〈J(m), ξ 〉
for all m ∈M. Thus, our algorithm is intended to identify the pairs(me, ξ) ∈M × g such
that

Dhξ (me)= 0. (1)

Note that ifme has nontrivial continuous symmetry, i.e.gme={ζ ∈g | ζM(me)=0} �= {0},
then the generator ofme is not unique. Ifξ is a generator of a relative equilibriumme, then
for anyζ ∈ gme , ξ + ζ is also a generator.

The main goal of this section is the decomposition of therelative equilibrium
equation(1) into a systems of four equations, each defined on a space determined
geometry of the problem.

Assume thatme is a relative equilibrium with generatorξ and momentumµ := J(me).
Let gme denote the Lie algebra of the isotropy subgroupGme ofme andgµ the Lie algebra
of the isotropy subgroupGµ of µ. Choose complementsq of gµ in g andm of gme in gµ,
so that

g = gµ ⊕ q = gme ⊕m⊕ q. (2)

The symbolsi andP with appropriate subscripts will denote the natural injections
projections determined by the splittings (2). For instanceigme :gme → g = gme ⊕m⊕ q is
the canonical injection ofgme into g andPgme

:g = gme ⊕ m ⊕ q → gme extracts thegme
component of any vector ing.
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Definition 2.1. Let V be a vector space andU ⊂ m∗ × V be an open neighborhood
(0,0) ∈ m∗ × V . A smooth mappingΨ :U ⊂ m∗ × V →M is said to be aslice mapping
at the pointme ∈ M if Ψ is a diffeomorphism onto its image satisfying the followi
conditions:

(SM1) Ψ (0,0)=me.

(SM2) For any(η, v) ∈ U

TΨ (η,v)M = (m⊕ q) ·Ψ (η, v)+ T(η,v)Ψ (m∗ × V ). (3)

(SM3) The pullbackj := J ◦Ψ :U → g∗ of the momentum map satisfies

Dj(0,0)(δη, δv)= P
∗
mδη (4)

for all δη ∈m∗ andδv ∈ V .

In the following proposition we show that given a coordinate chart at a pointm in a
finite-dimensional manifoldM, we can explicitly construct a slice mappingΨ atm.

Proposition 2.2. Let ψ :U ⊂ X → M be a coordinate chart at a pointm in a finite-
dimensional manifoldM and letV andW be subspaces of the vector spaceX such that

(i) ψ(0)=m,
(ii) T0ψ(V ) is a complement tom ·m in kerDJ(m),
(iii) the map

A :W → (gm⊕ q)◦

w �→ DJ(m)(T0ψw),

is an isomorphism.

LetV ′ andW ′ be neighborhoods of the origin inV andW such thatV ′ ×W ′ ⊂U and set
U := i∗m(AW ′)× V ′ ⊂ m∗ × V . Then the map

Ψ :U ⊂ m
∗ × V → M

(η,v) �→ ψ
(
v +A−1

P
∗
mη
)

is a slice mapping atm ∈M.

Proof. Property (SM1) follows trivially from (i). Property (SM3) follows from (ii), (iii)
and the definition ofΨ .
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As the first step in the proof of (SM2), we show that (3) holds at(0,0). Note that (SM3)
implies that

kerDJ(m)∩ T(0,0)Ψ
(
m

∗ × {0})= {0}. (5)

Combining (ii), (2), and (5), we obtain

dimT(0,0)Ψ (m
∗ × V ) = dimm+ dimV = dim

(
kerDJ(m)

)
= dimM − dim(g ·m)= dimM − dimm− dimq. (6)

If ζM(m)= T(0,0)Ψ (δη, δv), then, sinceΨ satisfies (SM3),

DJ(m)ζM(m)=DJ
(
Ψ (0,0)

)(
T(0,0)Ψ (δη, δv)

)= P
∗
mδη.

On the other hand, equivariance ofJ implies that

DJ(m)ζM(m)=−ad∗ζ µ ∈ m◦.

Hence ad∗ζ µ = 0, i.e.,ζ ∈ gµ, andζM(m) ∈ gµ · m = m · m. Thus condition (ii) implies
thatζM(m)= 0. Combining this result with (2) and (6) shows that (3) is valid at(0,0).

We now show that (3) holds for any(η, v) ∈ U . Let {ξ1, . . . , ξj }, {η1, . . . , ηk}, and
{v1, . . . , v'} be bases form⊕ q, m∗, andV . Define the mapsui :U → TM, i = 1, . . . , j +
k + ', by

ui(η, v) :=


(ξi)M

(
Ψ (η, v)

)
, 1 � i � j ,

T(η,v)Ψ (ηi−j ,0), j < i � j + k,
T(η,v)Ψ (0, vi−j−k), j + k < i � j + k + '.

The arguments given above show that{u1(0,0), . . . , uj+k+'(0,0)} is a basis forTmeM.
Since linear independence is an open condition,{u1(η, v), . . . , uj+k+'(η, v)} is a basis of
TΨ (η,v)M for (η, v) sufficiently near the origin. In particular,

TΨ(η,v)M = span
{
u1(η, v), . . . , uj+k+'(η, v)

}
= span

{
(ξ1)M

(
Ψ (η, v)

)
, . . . , (ξj )M

(
Ψ (η, v)

)}
⊕ span

{
T(η,v)Ψ (η1,0), . . . , T(η,v)Ψ (ηk,0)

}
⊕ span

{
T(η,v)Ψ (0, v1), . . . , T(η,v)Ψ (0, v')

}
= (m⊕ q) ·Ψ (η, v)⊕ T(η,v)Ψ (m

∗ × V ),

as required. ✷
The introduction of a slice mappingΨ allows us to decompose the critical po

equation (1) into a system of four equations. Using property (SM2) of the slice ma
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and settingHξ := hξ ◦Ψ , we see that the pointΨ (η, v) ∈M is a relative equilibrium with
generatorξ if and only if 

(RE1) i∗q ad∗ξ j(η, v)= 0,

(RE2) i∗m ad∗ξ j(η, v)= 0,

(RE3) Dm∗Hξ (η, v)= 0,

(RE4) DVHξ (η, v)= 0.

(7)

Remark 2.3. If symmetry is broken in a neighborhood ofme, then gme · Ψ (η, v) is
typically nontrivial. In this case, the first two conditions alone do not guarantee tha
rigid condition ad∗ξ j(η, v)= 0 is satisfied. However, if (RE3) and (RE4) are satisfied, t

DHξ (η, v)= 0; in particular, ifζ ∈ gme , then (SM2) implies that there existδη ∈ m∗ and
δv ∈ V such thatζM(Ψ (η, v))= T(η,v)Ψ (δη, δv) and hence

〈
ad∗ξ j(η, v), ζ

〉 = 〈
ad∗ξ J

(
Ψ (η, v)

)
, ζ
〉=−Dhξ (Ψ (η, v))ζM(Ψ (η, v))

= −DHξ (η, v)(δη, δv)= 0.

Combining this with (RE1) and (RE2) yields the rigid equilibrium condition ad∗
ξ j(η, v)= 0.

Remark 2.4. Note that in order to split the critical point equation (1) into (7), o
property (SM2) of the slice mapping was utilized. As we shall see in the follow
section, property (SM3) simplifies the analysis of Eqs. (7). Equations (RE1) and (
are, by construction, nondegenerate in the sense that implicit solutions to these eq
always exist. Thus the bifurcation analysis is carried out only on the equations obtain
substituting the solutions of (RE1) and (RE3) into (RE2) and (RE4).

3. The reduced critical point equations

In this section we start with a relative equilibriumme with generatorξ ∈ g and
derive a minimal set of mappings and equations, called thereduced critical point
equations, determining the relative equilibria in a neighborhood ofme. We proceed in
three steps, using the Implicit Function Theorem and Lyapunov–Schmidt reductio
for instance [13]). In each step we indicate sufficient technical hypotheses to gua
that the step can be carried out for infinite-dimensional systems. We emphasize t
construction of the reduced equations is not an ‘all or nothing’ procedure; if som
the hypotheses are not satisfied, the relevant steps can be modified or omitted, y
analogous, although possibly less convenient, bifurcation equations.

Step 1. Using the notation introduced in Definition 2.1, letF1 :U × gme ×m× q → q∗ be
the mapping given by

F1(η, v,α,β, γ ) := i∗q ad∗α+β+γ j(η, v),
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DF1(0)(δη, δv, δα, δβ, δγ ) = i∗q
(
ad∗δα+δβ+δγ j(0,0)+ ad∗ξ

(
Dj(0,0)(δη, δv)

))
= i∗q

(
ad∗δγ µ+ ad∗ξ

(
P
∗
mδη

))
.

Here we used property (SM3) of the slice mappingΨ .
Sinceδγ �→ i∗q(ad∗δγ µ) is an isomorphism betweenq and q∗, we conclude that th

partial derivativeDqF1(0) is an isomorphism. Thus the Implicit Function Theorem imp
that there is a functionγ :U1 ⊂ U × gme ×m→ q such that

F1
(
η, v,α,β, γ (η, v,α,β)

)= i∗q ad∗ξ+α+β+γ (η,v,α,β) j(η, v)= 0

for all (η, v,α,β) ∈ U1. In other words, we have found am∗ × V × gme × m-parameter
family of points that satisfy part (RE1) of the split critical point equations. Set

ω1(η, v,α,β) := ξ + α+ β + γ (η, v,α,β). (8)

Step 2. In this step we assume that the subspacem is reflexive, that is,m∗∗ � m.
(Since dimm � dimM, this hypothesis is nontrivial only if bothM andG are infinite-
dimensional.) We now construct am∗ ×V × gme -parameter family of points satisfying th
relative equilibrium equations (RE1) and (RE3) by applying the Implicit Function Theo
to (RE3), solving for them component of the family of points constructed in Step 1.

Let F2 :U1 ⊂ m∗ × V × gme × m → m∗∗ � m be the mapping defined byF2(η, v,

α,β) :=Dm∗F(η, v,ω1(η, v,α,β)). Since we intend to solve the equationF2 = 0 for the
m parameter using the Implicit Function Theorem, we computeDmF2(0,0,0,0). Given
arbitraryδβ ∈ m andδη ∈m∗,

〈
δη,DmF2(0)δβ

〉 = d

dt

d

ds
Hω1(0,0,0,tδβ)(sδη,0)

∣∣∣
t=0

∣∣∣
s=0

= 〈
Dj(0,0)(δη,0),Dmω1(0)δβ

〉= 〈
P
∗
mδη,Dmω1(0)δβ

〉
= 〈

δη,Pm(δβ +Dmγ (0)δβ)
〉= 〈δη, δβ〉

follows from property (SM3) of the slice map and the formula (8) for the gene
ω1. HenceDmF2(0) is the identity map. The Implicit Function Theorem thus impl
that there is a functionβ :U2 ⊂ U × gme → m satisfying F2(η, v,α,β(η, v,α)) =
Dm∗F(η, v,ω1(η, v,α,β(η, v,α)))= 0 for all (η, v,α) ∈ U2. Set

ω2(η, v,α) := ω1
(
η, v,α,β(η, v,α)

)
.

Step 3. We now treat the (RE4) component of the relative equilibrium equation. We us
standard Lyapunov–Schmidt reduction procedure of bifurcation theory to partially
(RE4).
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Let L :V → V ∗ denote the linear transformation satisfying

〈Lv,w〉 :=DVVHξ (0,0)(v,w)=D2Hξ (0,0)
(
(0, v), (0,w)

)
for all v andw ∈ V . SetV0 := kerL and choose closed subspacesV1 ⊂ V andV2 ⊂ V ∗
such that

V = V0 ⊕ V1 and V ∗ = rangeL⊕ V2. (9)

If V is infinite dimensional, additional hypotheses are needed to guarantee the exist
closed complementsV1 andV2. For example, it suffices thatV is a Banach space andL is
a Fredholm operator.

Let P :V ∗ → V2 denote the projection determined by the decomposition (9) ofV ∗.
DefineF3 :m∗ × V0 × V1 × gme → rangeL by

F3(η, v0, v1, α) := (I− P)DVHω2(η,v0+v1,α)(η, v0 + v1).

Using the Implicit Function Theorem once more, we can solve the equationF3(η, v0,

v1, α)= 0 for v1. The identities(I−P)L= L andDV j(0,0) imply thatDV1F3(0)= L|V1.
L|V1 is, by construction, an isomorphism ofV1 onto rangeL and the Implicit Function
Theorem guarantees the existence of a neighborhoodU3 of (0,0,0) ∈ m∗ × V0 × gme and
a local functionv1 :U3 → V1 such that

F3
(
η, v0, v1(η, v0, α),α

)= 0,

for any(η, v0, α) ∈ U3.
Define thegenerator mapΞ :U3 → g, ρ :U3 → m∗, andB :U3 → V2 by

Ξ(η, v0, α) := ω2
(
η, v0 + v1(η, v0, α),α

)
,

ρ(η, v0, α) := ι∗m ad∗Ξ(η,v0,α))
j
(
(η, v0 + v1(η, v0, α)

)
,

B(η, v0, α) := PDVHΞ(η,v0,α)
(
η, v0 + v1(η, v0, α)

)
.

In a sufficiently small neighborhoodU3 of the origin any solution(η, v0, α) of the
equations {

(B1) ρ(η, v0, α)= 0,

(B2) B(η, v0, α)= 0
(10)

determines a relative equilibriumΨ (η, v0 + v1(η, v0, α)) with generatorΞ(η, v0, α). On
the other hand, any relative equilibriumm sufficiently nearme in the sliceΨ (m∗ × V )

satisfiesm = Ψ (η, v0 + v1(η, v0, α)) for some solution(η, v0, α) of (B1) and (B2); any
generatorξ of m satisfiesξ −Ξ(η, v0, α) ∈ gm. Equations (B1) and (B2) will be usual
referred to as therigid residual equationand thebifurcation equation, respectively. Let
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R :m∗ × V0 × gme → m∗ × V2 be the product ofρ andB, that is,

R :m∗ × V0 × gme → m∗ × V0

(η, v0, α) �→ (
ρ(η, v0, α),B(η, v0, α)

)
.

We will refer to the equality

R(η, v0, α)= 0 (11)

as thereduced critical point equations.
Note that since the operatorL satisfies〈Lv,w〉 = 〈Lw,v〉 for all v andw ∈ V , the

spacesV0 andV2 can be naturally identified using the inner product whenV is a Hilbert
space.

Remark 3.1. Note that even though the critical point equations (1) determining the rel
equilibria in our situation can be naturally understood as a gradient equation whenM is
a Riemannian Hilbert manifold, this analytic feature is not in general available fo
reduced version (11) of these equations.

The gradient character of (1)is preserved by the reduction procedure when the rela
equilibrium me is a true equilibrium with total isotropy. In this case,gme = g; thus
m = q = {0} and the rigid residual equation (B1) is trivial. As we will now show,
X(me) = 0, Gme = G, andV is a Hilbert space, then the bifurcation equation (B2)
gradient equation. Our analysis very closely follows the one introduced in [12].

If m = q = {0}, then any coordinate chartψ :U ⊂ X→M such thatψ(0)=me is a
slice mapping atme , with V = X, and the critical point equations (RE1)–(RE4) collap
to the single equationDHξ (v) = 0. In this situation only the third step of the gene
procedure, the Lyapunov–Schmidt reduction, is nontrivial.

We fix an inner product〈〈·, ·〉〉 on V and denote by∇Hξ (v) the usual gradient ofHξ

with respect to〈〈·, ·〉〉, i.e., 〈〈∇Hξ (v),w
〉〉=DHξ (v)w

for anyw ∈ V . If me is a relative equilibrium with generatorξ , the relative equilibria nea
me correspond to the zeroes of the mapF :V × g → V defined by

F(v,α)=∇Hξ+α(v).

Let L :V → V be the mapping defined byL(v) = DVF(0,0)v. It can easily be verified
that 〈〈

L(v),w
〉〉=D2Hξ (0)(v,w)

for anyv andw ∈ V . Note that the mappingL is a self-adjoint operator; hence if we s
V0 = kerL andV1 = rangeL, thenV has the orthogonal decompositionV = V0 ⊕ V1. Let
P :V → V0 denote the canonical projection with respect to the splittingV = V0⊕V1. Now,
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as to
if we decomposev ∈ V asv = v0 + v1, with v0 ∈ V0 andv1 ∈ V1, and apply the Implicit
Function Theorem to the equation

(I− P)F (v0 + v1, α)= 0,

we obtain a functionv1 :V0 × g → V1 such that

(I− P)F
(
v0 + v1(v0, α),α

) = 0. (12)

Thus, in this case, the bifurcation equation is

B(v0, α)= PF
(
v0 + v1(v0, α),α

) = 0.

We now show that the mapB is the gradient ofg(v0, α) :=Hξ+α(v0 + v1(v0, α)); that is,

B(v0, α)=∇V0g(v0, α).

Indeed, note that for anyw ∈ V0〈〈∇V0g(v0, α),w
〉〉 = DHξ+α(v0 + v1(v0, α)

)(
w+DV0v1(v0, α)w

)
= 〈〈

F
(
v0+v1(v0, α),α

)
,Pw+ (I−P)DV0v1(v0, α)w

〉〉
= 〈〈

PF
(
v0 + v1(v0, α),α

)
,w
〉〉= 〈〈

B(v0, α),w
〉〉
,

sincew ∈ V0 = rangeP,DV0v1(v0, α)w ∈ V1 = range(I− P), P is self-adjoint, and (12) is
satisfied.

3.1. The equivariance properties of the reduced critical point equations

The symmetries of the relevant equations play an important role the solution
bifurcation problem (see, for instance, [15]). We will see that if theG-action onM is
proper, then the relative equilibrium equations (B1) and (B2) can be constructed so
be equivariant with respect to the induced action ofGme,ξ :=Gme ∩Gξ onm∗ ×V0. Here
Gξ denotes the isotropy subgroup of the generatorξ ∈ g of the relative equilibriumme ∈M
with respect to the adjoint action ofG ong.

An equivariant slice mappingis a slice mappingΨ :U ⊂ m∗ × V →M satisfying the
additional condition

(ESM) The subspacem∗ of g∗ is Ad∗Gme,ξ -invariant and the slice mappingΨ :U ⊂ m∗ ×
V →M isGme,ξ -equivariant with respect to the coadjoint action ofGme,ξ on m∗
and some action ofGme,ξ onV .

Note that since the groupGme,ξ is compact and fixes(0,0) ∈ m∗ × V , the open
neighborhoodU of (0,0) ∈m∗ ×V in (ESM) can always be chosen to beGme,ξ -invariant.
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Proposition 3.2. If the groupG acts properly onM and the coordinate chartψ :U ⊂
X→M with ψ(0) =me is equivariant with respect to some action ofGme,ξ onX, then
the subspacesm, q, V , andW can be taken to beGme,ξ invariant. For these choices, th
slice mapping constructed in Proposition2.2 isGme,ξ -equivariant.

Proof. First we show thatGme,ξ -invariant decompositionsg = gme ⊕ m ⊕ q andX =
V ⊕W exist. Note that the isotropy subgroupGme is compact, since the action ofG onM
is assumed to be proper; consequently the subgroupGme,ξ is also compact. This guarante
the existence of a AdGme,ξ -invariant inner product ong, which we can use to determine
AdGme,ξ -invariant decompositiong = gme ⊕m⊕ q of the Lie algebra.

The orthogonal complement ofgµ ·me in kerDJ(me) with respect to aGme,ξ -invariant
inner product is an invariant subspace. Hence the pre image with respect to the equ
mapT0ψ of this orthogonal complement is aGme,ξ -invariant subspace ofX; we choose
this subspace as the vector spaceV in Definition 2.1. The spaceW can analogously b
chosen to be invariant under theGme,ξ action onX.

Given these choices of subspaces, the action ofGme,ξ on M induces a well-define
action onm∗ × V via the slice map. Equivariance of the momentum map, the coord
chart, and the projectionPm imply that the slice mapΨ is equivariant with respect to th
action. ✷

Recall that the relative equilibrium equations were obtained using two conse
applications of the Implicit Function Theorem (Steps 1 and 2) followed by the Lyapu
Schmidt reduction procedure (Step 3). It is well known that if the Implicit Func
Theorem is applied to an equationF = c determined by an equivariant mapF and a
fixed point c of the group action, then the resulting implicitly defined function is a
equivariant. In addition, if the Lyapunov–Schmidt reduction procedure is applied to
an equation using invariant subspaces, then the resulting functions and equations
equivariant. (See, e.g., [13,15] for precise statements and proofs of these results)
these fundamental results, we now show that, given appropriate choices of slice
and subspaces, the generator mapΞ and the functionsB andρ determining the reduce
relative equilibrium equations are equivariant with respect to the inducedGme,ξ action on
m∗ × V × gme .

Proposition 3.3. If the spacesm, q, V , andW areGme,ξ invariant and the slice mappin
isGme,ξ -equivariant, then the mapsΞ , v1, B, ρ, andF are allGme,ξ -equivariant.

Proof. It suffices to show that the functionsF1, F2, andF3 given in Steps 1–3 areGme,ξ -
equivariant. We first consider the mappingF1 :U×gme ×m×q → q∗ introduced in Step 1
For arbitraryg ∈Gme,ξ :

F1
(
g · (η, v,α,β, γ )) = i∗q ad∗(ξ+g·α+g·β+g·γ ) j(g · η,g · v)

= i∗q ad∗Adg(ξ+α+β+γ )Ad∗
g−1 j(η, v)

= i∗q Ad∗
−1

(
ad∗ j(η, v)

)

g (ξ+α+β+γ )
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= Ad∗
g−1

(
i∗q ad∗(ξ+α+β+γ ) j(η, v)

)
= g · F1(η, v,α,β, γ ).

ThusF1 is Gme,ξ -equivariant and, hence, the implicitly defined functionsγ andω1 are
alsoGme,ξ -equivariant. An analogous verification can be carried out for the mappingF2 in
Step 2, allowing us to conclude that the functionω2 is alsoGme,ξ -equivariant.

To establish the invariance (respectively equivariance) of the spaces and
constructed in Step 3, we first note thatHξ is Gme,ξ -invariant, since the augmente
Hamiltonianhξ isGξ -invariant and the slice mapΨ isGme,ξ -equivariant. Equivariance o
the mapF , and hence invariance of the subspaces kerF and rangeF , follows immediately
from the invariance ofHξ . The compactness of the groupGme,ξ allows us to choose
Gme,ξ -invariant complementsV1 andV2 to kerF and rangeF . (See, for instance, [15
Proposition 2.1].) With these choices, the canonical projectionP and the functionF3 are
equivariant. Consequently the functionv1, as well as the generator mapΞ and the reduce
relative equilibrium equations are equivariant, as required.✷
3.2. Treatment of the rigid residual equation

In this section we consider some situations in which the rigid residual map is e
trivial or can be greatly simplified by using an appropriate slice mapping. For exampleG

is Abelian, then the full rigid equation ad∗
ξ J(me) = 0 is trivial. Hence, the rigid residua

equation is obviously satisfied. IfG is not Abelian, but an appropriate invariance condit
is satisfied, then there is a slice mapΨ :m∗ × V →M yielding a residual rigid equatio
involving only the Lie bracket on the isotropy subalgebragµ. If gµ is Abelian, this choice
of slice map yields solutions of the residual rigid equation. We will present a few cas
which these helpful choices are possible.

Given a relative equilibriumme with momentumµ := J(me), let Oµ ⊂ g∗ be the
coadjoint orbit throughµ, with tangent space

TµOµ = {
ad∗ζµ

∣∣ ζ ∈ g
}

atµ. We shall say that a subspaceq ⊂ g is gµ-invariant if [gµ,q] ⊂ q.
We now prove that, generically, the rigid equationρ can be reduced by an appropria

choice of slice map to an equation ongµ.

Proposition 3.4. If the complementq to gµ in g is gµ-invariant, then given any slice ma
Ψ :U →M atme, there exists a mapφ : Ũ → q such that

(1) the mapΨ̃ : Ũ ⊂ U →M given by

Ψ̃ (η, v)= exp
(
φ(η, v)

) ·Ψ (η, v) (13)

is also a slice map,
(2) the associated generator map̃Ξ takes values ingµ,
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(3) the pullback̃j := J ◦ Ψ̃ of the momentum map takes values inµ+ q◦,
(4) φ(0,0)= 0 andDφ(0,0)= 0.

If the original slice mapping isGme,ξ -equivariant, theñΨ is equivariant.

Proof. We obtain the mapφ through yet another application of the Implicit Functi
Theorem. DefineC :m∗ × V × q→ q∗ by

C(η, v,φ)= i∗q
(
J
(
exp(φ) ·Ψ (η, v))−µ), (14)

with differential

DC(0)(δη, δv, δφ) = i∗qDJ(me)
(
T(0,0)Ψ (δη, δv)+ δφM(me)

)
= i∗q

(
P
∗
mδη− ad∗δφ µ

)=−i∗q ad∗δφ µ

for arbitraryδη ∈ m∗, δv ∈ V , andδφ ∈ q. Here (SM3), equivariance of the momentu
map, and the identityi∗qP∗

m = (Pm ◦ iq)∗ = 0 have been used to simplify the expressio
Sinceη �→ i∗q ad∗η µ is an isomorphism fromq to q∗, the Implicit Function Theorem implie

that there is a neighborhood̃U of (0,0) in m∗ × V and a functionφ : Ũ → q such that
φ(0,0)= 0,Dφ(0,0)= 0, andC(η, v,φ(η, v))= 0.

Usingφ : Ũ ⊂ m∗ × V → q and (13), we see that the pullbackj̃ of the momentum map
satisfies

i∗q
(
ad∗ξ+α+β j̃(η, v)

)= i∗q
(
ad∗ξ+α+β

(
j̃(η, v)−µ))= 0

for all (η, v,α,β) ∈ Ũ1. Thus executing Step 1 of Section 3 using the modified s
mappingΨ̃ yields a mapping̃γ : Ũ1 ⊂ m∗ × V × gme ×m → q satisfying

0 = F1
(
η, v,α,β, γ̃ (η, v,α,β)

)= i∗q
(
ad∗ξ+α+β+γ̃ (η,v,α,β) j̃(η, v)

)
= i∗q

(
ad∗γ̃ (η,v,α,β) j̃(η, v)

)
for any (η, v,α,β) ∈ Ũ1. γ̃ ≡ 0 clearly satisfies this equation; hence it is the uni
solution of the equationF1 ≡ 0 given by the Implicit Function Theorem. Thus Step
and 3 yield the generator map

Ξ̃(η, v0, α)= ξ + α + β(η, v0 + v1(η, v0, α),α) ∈ gµ.

Suppose now that the slice mapΨ satisfies the property (ESM). Note that for a
(η, v,φ) ∈m∗ × V × q and anyh ∈Gme,ξ ⊂Gµ

C(h · η,h · v,h · φ) = i∗q
(
J
(
exp(h · φ) ·Ψ (h · η,h · v))−µ)

= h · i∗q
(
J
(
exp(φ) ·Ψ (η, v))−µ)= h ·C(η, v,φ).

Equivariance ofC implies thatφ, and hencẽΨ , are equivariant. ✷
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If the hypotheses of Proposition 3.4 are satisfied, the rigid residual equation inv
only elements ofgµ andg∗µ. Specifically, if we let[ , ]µ denote the Lie bracket ongµ and
Jµ :M → g∗µ denote the momentum map associated to the action ofGµ on M, namely
Jµ = i∗gµJ, thenρ satisfies〈

ρ(η, v0, α),β
〉= 〈

Jµ
(
Ψ̃
(
η, v0 + v1(η, v0, α)

))
,
[
Ξ̃(η, v0, α),β

]
µ

〉
, (15)

for all β ∈ m. In particular, if gµ is Abelian, thenρ is identically zero. Thus we hav
established the following corollary.

Corollary 3.5. Let me be a relative equilibrium with momentumµ = J(me). If gµ is
Abelian and there exists agµ-invariant complement togµ in g, then there is a slice ma
with respect to which the rigid residual mapρ is identically zero.

Another approach to the search for solutions of the rigid residual equation is to re
this search to fixed point subspaces corresponding to subgroups of the symmetry g
ρ. More explicitly, suppose that the hypotheses of Proposition 3.4 are satisfied an
we start with an equivariant slice mapΨ . In that case, Proposition 3.3 guarantees
ρ is Gme,ξ -equivariant and satisfies (15). Equivariance implies that for any Lie subg
K ⊂Gme,ξ , the mapρ maps the set of fixed points ofK into the set of fixed points ofK
in m∗. Hence all the zeroes of the restriction

ρK : (m∗)K × VK0 × g
K
me

→ (m∗)K,

of ρ to (m∗)K × V K0 × gKme are also zeroes ofρ, where the superscriptK denotes the
subspace ofK-fixed points with respect to the relevant action. In other words, we can
for the solutions of the rigid residual equation by searching the zeroes of its restri
to different sets ofK-fixed points, withK and arbitrary subgroup ofGme,ξ which, in
principle, should be easier, since the dimension of the system has been lowered
introducing additional complexity into the equations.

If the restriction of the Lie bracket of the Lie algebragµ to gKµ is trivial, then the entire
subspace(m∗)K × V K0 × gKme consists of solutions of the rigid residual equation. Inde
for any(η, v0, α) ∈ (m∗)K × V K0 × gKme , if we let

ν = Jµ
(
Ψ̃
(
η, v0 + v1(η, v0, α)

))
and ζ = Ξ̃ (η, v0, α),

then

ρ(η, v0, α)=
〈
ν, [ζ, ·]gµ

〉
.

The equivariance of̃Ξ andJµ implies thatζ ∈ gKµ andν ∈ (g∗µ)K . Also, sincem ⊂ gµ, we
have(m)K ⊂ (gµ)

K . Therefore, since(m∗)K � (mK)∗, for anyξ ∈ mK we have〈
ρ(η, v0, α), ξ

〉= 〈
ν, [ζ, ξ ]gK

〉= 0,

µ
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due to the hypothesis on the Lie bracket ongKµ . The arbitrary character ofξ ∈ mK implies
thatρ(η, v0, α)= 0.

Thus we have then proved the following

Proposition 3.6. Let me be a relative equilibrium with momentumµ = J(me) and
generatorξ ∈ g. If there exists agµ-invariant complement togµ in g, then for any subgroup
K ⊂Gme,ξ for which the restriction of the Lie bracket of the Lie algebragµ to the set of
fixed pointsgKµ is trivial, there is a slice map̃Ψ with respect to which the entire subspa

(m∗)K × VK0 × gKme consists of zeroes of the rigid residual equationρ.

(See [39] for persistence results on nondegenerate Hamiltonian relative equilibria
under conditions of this sort.)

4. Persistence in Hamiltonian systems with Abelian symmetries

In this section we focus on the relative equilibria of Hamiltonian systems for w
the symmetry groupG is Abelian and theG action is proper. Letme ∈M be a relative
equilibrium with generatorξ and momentumµ= J(me). Since the adjoint and coadjoi
actions of an Abelian group are trivial,Gµ = G and the rigid residual equation (B1)
trivially satisfied. We also assume that the bifurcation equation (B2) is trivial, i.e., thame
is anondegenerate relative equilibrium, with

kerD2hξ (me)= gµ ·me = g ·me.
In this situation Steps 1 through 3 in Section 3 guarantee the existence of am∗ × gme -
parameter family of relative equilibriapersistingfromme, whose dimension and structu
we now study. We use the wordpersistenceas opposed to the wordbifurcation, given
that the latter is customarily used to indicate a qualitative change in the family of re
equilibria as a given parameter is varied. This is analytically reflected in the nee
a nontrivial Lyapunov–Schmidt reduction procedure in order to write the bifurca
equations. We shall see that in the case at hand no such tool will be necessary.

In this section we will use a very special slice mapping based on the Marle–Guille
Sternberg normal form [16,17,28] (we will refer to it as theMGS-normal form), that we
briefly describe. The following exposition includes without proof the details of the M
normal form that will be needed in our discussion. For additional information the re
should consult the above mentioned original papers or [33,35,39].

We start by introducing the main ingredients of the MGS construction. Even thoug
are concerned here only with the Abelian case, we present the general definition. Fi
properness of theG-action implies that the isotropy subgroupGme is compact. Second, th
vector spaceVme := (g ·me)ω/((g ·me)ω∩ (g ·me))= (kerDJ(me))/(gµ ·me) is called the
symplectic normal space. (Here(g ·me)ω denotes the symplectic orthogonal complemen
g ·me.) Vme is a symplectic vector space with the symplectic normal formωVme defined by

ωVm
([v], [w]) :=ω(me)(v,w)
e
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for any v and w ∈ kerDJ(me). The mapping(h, [v]) �→ [h · v], with h ∈ Gme and
[v] ∈ Vme , defines a canonical action of the Lie groupGme on (Vme,ωVme ), whereg · u
denotes the tangent lift of theG-action onTM, for g ∈G andu ∈ TM.

For simplicity of notation, we shall setH = Gme , N = Vme , and drop the brackets[ ]
indicating the equivalence classes inN , simply writing v ∈ N for the remainder of the
section. The canonicalH -action onN is linear by construction and globally Hamiltonia
with momentum mapJN :N → h∗ given by〈

JN(v), η
〉= 1

2ωN
(
ηN(v), v

)
,

for arbitrary η ∈ h∗me and v ∈ N . Here ηN denotes the infinitesimal generator onN
associated to the algebra elementη ∈ h.

The MGS-normal form is based on the construction of a model spaceY for M, with
symplectic structureωY , that we introduce in the following proposition.

Proposition 4.1. Letme ∈M andµ= J(me). Let(N,ωN) be the symplectic normal spac
atme. Consider the inclusionsm∗ ⊂ g∗µ ⊂ g∗ relative to anAdH -invariant inner product
ong. Then the manifold

Y :=G×H (m
∗ ×N)

can be endowed with a symplectic structureωY with respect to which the leftG-action
g · [h,η, v] = [gh,η, v] on Y is globally Hamiltonian with momentum mapJY :Y → g∗
given by

JY
([g,ρ, v])= Ad∗

g−1

(
µ+ ρ + JN(v)

)
. (16)

Theorem 4.2 (Marle–Guillemin–Sternberg normal form).For anyme ∈M, the manifold

Y :=G×H (m
∗ ×N)

introduced in Proposition4.1 is a HamiltonianG-space and there areG-invariant
neighborhoodsU ofme in M, U ′ of [e,0,0] in Y , and an equivariant symplectomorphis
φ :U → U ′ satisfyingφ(me)= [e,0,0] andJY ◦ φ = J.

Since we intend to prove general statements about relative equilibria of Hamilt
systems with Abelian symmetries, the previous theorem allows us to reduce the pr
to the study of systems of the form(Y,ωY ). Indeed, we will assume that the MGS-norm
form is constructed around the relative equilibriumme represented by[e,0,0] in “MGS
coordinates.” It can be easily shown that the map given by

Ψ :m∗ ×N → Y

(η, v) �→ [e, η, v] (17)
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(18),
is a slice mapping at the point[e,0,0] forDhξY , wherehξY is the representation ofhξ given
by the MGS-normal form.

Before stating the following theorem, we recall from elementary differential geom
the basic notion of therank of a surfacegiven in parametric form. Letg :U ⊂ Rn → Rm be
a parameterization of a surfaceS in Rm. Given a valueu ∈ Rn of the parameter, the rank o
the surfaceSg(u) at the pointg(u) ∈ Rm is the rank of the Jacobian of the functiong atu.
If this rank is constant, the Fibration Theorem [2, Theorem 3.5.18] guarantees thatS is a
submanifold ofRm and its rank coincides with the dimension ofS as a manifold on its own

Theorem 4.3. Letme ∈M be a nondegenerate relative equilibrium with generatorξ ∈ g.
SetH :=Gme andµ= J(me). Then there is a surfaceS of relative equilibria throughme
that can be locally expressed as

S = {[
g,η, v(η,α)

] ∈ Y ∣∣ g ∈G, η ∈ m∗, α ∈ h
}
,

using the MGS normal formY constructed around the orbitG ·me . Herev :m∗×h →N is
a smooth function such thatv(0,0)= 0 and rank(Dv(η,α)) = dimH − dimHv(η,α). The
rank, rankS[g,η,v(η,α)], of the surfaceS at the relative equilibrium[g,η, v(η,α)] equals

rankS[g,η,v(η,α)] = 2(dimG− dimH)+ (dimH − dimHv(η,α)). (18)

Proof. The surfaceS of relative equilibria is constructed in Steps 1 through 3 of Sectio
taking as slice mapping the mapΨ (η, v)= [e, η, v] constructed with the help of the MGS
normal form. Indeed, since the nondegeneracy ofme and the Abelian character ofG imply
that (B1) and (B2) are trivially satisfied, there is a neighborhoodU ⊂ m∗ × h of the point
(0,0) and functionsv :U → N andΞ :U → g such that for any(η,α) ∈ U , the point
[e, η, v(η,α)] ∈ Y �M is a relative equilibrium of the system(M,ω,h) with generator
Ξ(η,α) ∈ g. At the same time, since the Lie groupG is Abelian and the Hamiltonian flow
Ft associated toh is G-equivariant, it is easy to verify that if the point[e, η, v(η,α)]
is a relative equilibrium with generatorΞ(η,α) ∈ g then, for anyg ∈ G, the point
[g,η, v(η,α)] is also a relative equilibrium with the same generator. In order to prove
we computeDv(η,α) by implicit differentiation of the equationF3(η, v(η,α),α) = 0
defining the functionv in Step 3. Note that in this case the spaceV0 is trivial and we
have dropped the subscript fromv1. Note thatq is trivial in the Abelian case and hence

ω2(η, v,α)= ω1
(
η, v,α,β(η, v,α)

)= ξ + α + β(η, v,α).
Foru ∈N , for arbitraryδα ∈ h, if we setαt = α + tδα, we have

0 = 〈
DNF3

(
η, v(η,α),α

)(
Dv(η,α)(0, δα)

)
, u
〉

= d

dt
DHξ+αt β(η,v(η,αt ),αt )(η, v(η,αt ))(0, u)∣∣∣

t=0

= D2Hξ+α+β(η,v(η,α),α)(η, v(η,α))((0,Dv(η,α)(0, δα)), (0, u))
− 〈DJN(η,α)u, δα

〉
. (19)
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The last equality follows from the identity

j(η, v)= µ+ η+ jN(v),

which implies that〈
Dj(η, v)(0, u), δα + δβ〉= 〈

DJN(v)u, δα + δβ〉= 〈
DJN(v)u, δα

〉
.

By hypothesis, the quadratic formDNNHξ (0,0) is nondegenerate; therefore, since n
degeneracy is an open condition,DNNHξ+α+β(η,α)(η, v(η,α)) is nondegenerate for an
(η,α) ∈ m∗ × h sufficiently close to(0,0). Hence the rank ofDhv(η,α) equals the rank
of DJN(v(η,α)) at a point(η,α) ∈m∗ × h sufficiently close to(0,0). Thus

rank
(
Dhv(η,α)

) = rank
(
DJN

(
v(η,α)

))= dim
[
(hv(η,α))

ann(h∗)]
= dimH − dimHv(η,α), (20)

as required. In the previous expression the symbol(hv(η,α))
ann(h∗) denotes the annihilato

of hv(η,α) in h∗, as opposed tog∗.
The expression (18) for the rank of the surfaceS at a relative equilibrium[g,η, v(η,α)]

is a straightforward consequence of the formula (20) for the rank ofDhv(η,α). The rank
of S at [g,η, v(η,α)] is the rank of the parameterization

S :G×m∗ × h → G×m∗ ×N →G×H (m
∗ ×N)

(g,η,α) �→ (
g,η, v(η,α)

) �→ [
g,η, v(η,α)

]
of the surfaceS. The mapS has rank

rank(T(g,α,η)S) = rank(S[g,η,v(η,α)])= dimG+ dimm∗ + rank
(
Dv(α)

)− dimH

= 2(dimG− dimH)+ dimH − dimHv(η,α),

at [g,η, v(η,α)], as required. ✷
As a corollary to the previous theorem, we can formulate a generalization of a resu

to Lerman and Singer [21], originally stated for toral actions, to proper actions of Ab
Lie groups. This result has already been presented in [33].

Corollary 4.4. Under the hypotheses of Theorem 4.3, there is a symplectic manifoldΣ of
relative equilibria ofh satisfyingme ∈Σ and

dimΣ = 2(dimG− dimH).
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Proof. The manifoldΣ is the submanifold of the surfaceS, obtained by setting th
parameterα ∈ h equal to zero; in other words

Σ = {[
g,η, v(η,0)

] ∈ Y ∣∣ g ∈G, η ∈ m∗}. (21)

The submanifoldΣ is a smooth manifold, since (18) implies that it has constant
2(dimG− dimH); that is, the map

T :G×m
∗ → G×m

∗ ×N →G×H (m
∗ ×N)

(g,η) �→ (
g,η, v(η,0)

) �→ [
g,η, v(η,0)

]
with imageΣ is a local constant rank map around(e,0) ∈ G × m∗ with rank equal
to 2(dimG − dimH), which implies that the surfaceΣ is locally a manifold through
the relative equilibriumme, of dimension 2(dimG − dimH). (See, for instance, [2
Theorem 3.5.18].)

The symplectic nature ofΣ can be verified in a straightforward manner. Indeed,
will check that if i :Σ ↪→ Y is the natural inclusion then the pair(Σ,ωΣ), with ωΣ =
i∗ωY , is a symplectic submanifold of(Y,ωY ). Let π :G × m∗ × N → G×H (m

∗ × N)

be the canonical projection. Note that every vector inT[g,η,v(η,0)]Σ can be written as
T(g,η,v(η,0))π(TeLg · ζ, δη,Dm∗v(η,0) · δ), for someζ ∈ g and δη ∈ m∗. The two-form
ωΣ is clearly closed. In order to prove that it is nondegenerate, let us suppose th
vectorT(g,η,v(η,0))π(TeLg · ζ, δη,Dm∗v(η,0) · δη′) is such that

0 = ωΣ
([
g,η, v(η,0)

])(
T(g,η,v(η,0))π

(
TeLgζ, δη,Dm∗v(η,0)δη

)
,

T(g,η,v(η,0))π
(
TeLgζ

′, δη′,Dm∗v(η,0)δη′
))

(22)

for everyζ ′ ∈ g andδη′ ∈m∗. We will show that this implies that

T(g,η,v(η,0))π
(
TeLgζ, δη,Dm∗v(η,0)δη

)= 0.

UsingωΣ = i∗ωY and the explicit expression of the symplectic formωY associated to th
MGS normal form (see the previously quoted original papers, as well as [33,34,39
can write (22) in the form

0 = 〈
δη′ +DJN

(
v(η,0)

)(
Dm∗v(η,0)δη′

)
, ζ
〉

− 〈δη+DJN
(
v(η,0)

)(
Dm∗v(η,0)δη

)
, ζ ′
〉

+ωN
(
Dm∗v(η,0)δη,Dm∗v(η,0)δη′

)
for anyδη′ ∈ m∗ andζ ′ ∈ g. If we fix δη′ = 0 and letζ ′ be arbitrary, we obtain

δη+DJN
(
v(η,0)

) · (Dm∗v(η,0) · δη)= 0.
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Sinceδη ∈ m∗,DJN(v(η,0)) · (Dm∗v(η,0) · δη) ∈ h∗, andm∗ ∩ h∗ = {0}, we have

δη=DJN
(
v(η,0)

) · (Dm∗v(η,0) · δη)= 0. (23)

If we now fix ζ ′ = 0 and letδη′ be arbitrary, we obtainζ ∈ h, which, together with (23)
guarantees thatT(g,η,v(η,0))π(TeLgζ, δη,Dm∗v(η,0)δη)= 0, as required. ✷

In the remainder of this section we will show that the persistence phenomena des
by Theorem 4.3 and Corollary 4.4 preserve stability. More specifically, we will show
if the relative equilibriumme is stable, then the entire local symplectic manifoldΣ given
by Corollary 4.4 consists of stable relative equilibria. First, we recall the definitio
nonlinear stability of a relative equilibrium:

Definition 4.5. LetG′ be a subgroup ofG. A relative equilibriumme ∈M is calledG′-sta-
ble, or stable moduloG′, if for anyG′-invariant open neighborhoodV of the orbitG′ ·me,
there is an open neighborhoodU ⊆ V of me, such that ifFt is the flow of the Hamiltonian
vector fieldXh andu ∈U , thenFt (u) ∈ V for all t � 0.

Before recalling the stability result to be used here, we introduce the following not
Suppose that we fix a splitting ofg as in (2). Ifξ = ξ1 + ξ2, with ξ1 ∈ gme andξ2 ∈ m, is
a generator of the relative equilibriumme, then the unique elementξ2 ∈ m is called the
orthogonal generatorof me with respect to the splitting (2).

We now state the following theorem whose proof can be found in [21] or in [34].

Theorem 4.6. Let (M, {·, ·}, h) be a Poisson system with a symmetry given by the
group G acting properly onM in a globally Hamiltonian fashion, with associate
equivariant momentum mapJ :M → g∗. Assume that the Hamiltonianh ∈ C∞(M) is
G-invariant. Letme ∈ M be a relative equilibrium such thatµ = J(me), g∗ admits
an Ad∗

Gµ
-invariant inner product,H := Gme , and ξ ∈ Lie(NGµ(H)) is its orthogonal

generator, relative to a givenAdH -invariant splitting. Lethξ denote the scalar functio
hξ (m) := h(m) − 〈J(m), ξ〉. If the quadratic formD2hξ (me)|W×W is definite for some
(and hence for any) subspaceW such that

kerDJ(me)=W ⊕ gµ ·me,

thenme is aGµ-stable relative equilibrium. IfdimW = 0, thenme is always aGµ-stable
relative equilibrium. The quadratic formD2hξ (me)|W×W will be called thestability form
of the relative equilibriumme.

A relative equilibrium satisfying the hypotheses of Theorem 4.6 is said to beformally
stable. Note that in the Abelian case all the adjoint invariance requirements in the stat
of the previous theorem are trivially satisfied. We now state our stability persistence
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Proposition 4.7. Under the conditions of Corollary4.4, suppose that the relativ
equilibrium me is formally (and consequently nonlinearly) stable that is, it has an
orthogonal generatorξ ∈m with respect to the splitting(2) such that the quadratic form

D2hξ (me)|W×W

is definite for some(and hence for any) subspaceW such that

kerDJ(me)=W ⊕ g ·me,
then the symplectic manifoldΣ of relative equilibria passing throughme can be chosen
(by taking, if necessary, a sufficiently small neighborhood ofme in the submanifoldΣ of
Corollary 4.4) to consist exclusively of nonlinearly stable relative equilibria.

Proof. Recall that the symplectic manifoldΣ consists of points of the form[g,η,
v(η,0)] ∈ Y , with η ∈ m∗ sufficiently close to 0, which are relative equilibria wi
generatorξ+β(η,0). For simplicity of notation, we will writev = v(η,0) andβ = β(η,0)
for the remainder of the proof. Sinceξ ∈ m is by hypothesis an orthogonal generator w
respect to the splitting (2) andβ ∈ m, the generatorξ + β is also an orthogonal generat
for the relative equilibrium[g,η, v] ∈ Y . Hence, in order to prove the Proposition it suffic
to show that the quadratic form

D2hξ+β
([g,η, v])∣∣

W[g,η,v]×W[g,η,v] ,

is definite for some subspaceW[g,η,v] such that kerDJ([g,η, v])=W[g,η,v] ⊕ T[g,η,v](G ·
[g,η, v]). Using the expression of the momentum map in the MGS-coordinates des
in Proposition 4.1, it is easy to verify that

kerDJ
([g,η, v])= (

g · [g,η, v])⊕ T[e,η,v]Ag
(
T(η,v)Ψ

({0} × kerDJN(v)
))
,

whereAg denotes theG-action in MGS coordinates (see Proposition 4.1) andΨ is the slice
mapping introduced in (17). This identity singles out the spaceT[e,η,v]Ag(T(η,v)Ψ ({0} ×
kerDJN(v))) as a choice forW[g,η,v]. We are now in position to study the definiteness
the stability form of the relative equilibrium[g,η, v], using asW[g,η,v] the space we jus
mentioned. Indeed,

D2hξ+β
([g,η, v])∣∣

W[g,η,v]×W[g,η,v]

=D2hξ+β
([g,η, v])∣∣

(T[e,η,v]Ag(T(η,v)Ψ ({0}×kerDJN (v))))×(same)

=D2(hξ+β ◦Ag)([e, η, v])∣∣(T(η,v)Ψ ({0}×kerDJN(v)))×(same)

=D2Hξ+β(η, v)
∣∣
({0}×kerDJN (v))×(same).

The formal stability ofme implies that the quadratic formDNNHξ (0,0) is definite,
therefore, since definiteness is an open condition, for anyη ∈ m∗ close enough to 0
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DNNHξ+β(η, v) is also definite. Since kerDJN(v) is a subset ofN , the definiteness o
the stability form of relative equilibrium[g,η, v] is guaranteed for small enoughη ∈ m∗,
as required. ✷

5. Bifurcation of relative equilibria with maximal isotropy

As in the previous section, we assume thatG acts properly onM. However, we now
assume that the relative equilibriumme is degenerate; that is, there is a generatorξ ∈ g and
a nontrivial vector subspaceV0 ⊂ TmeM for which

kerD2hξ (me)= gµ ·me ⊕ V0. (24)

This hypothesis implies that the Lyapunov–Schmidt reduction used in the constr
of the reduced critical point equations will be nontrivial and there will be the possib
of genuine bifurcation. In this section we will focus on the study of the bifurca
equation (B2); that is, we will assume that the rigid residual equation is satisfied
therefore the relative equilibria nearme correspond to the zeroes of (B2).

In the framework of general dynamical systems, the bifurcation of relative equi
with isotropy groupK, out of a degenerate (i.e., nonhyperbolic) isolated equilibrium
generic2 if K is maximal and satisfies an additional property, e.g., has an odd-dimen
fixed-point subspace in the spaceV0 on which the bifurcation equation is defined,
has an even dimensional fixed-point subspace together with a nontrivialS1 action. The
famous Equivariant Branching Lemma (see, e.g., [15]) belongs to the former case,
the latter appears in a work of Melbourne (see [8,30]). We shall see that both r
have a counterpart in the symmetric Hamiltonian case, although being Hamiltonia
nongeneric property from the general dynamical systems point of view. When sea
for relative equilibria, the generator (α ∈ g) or momentum (η ∈ g∗) serves as a bifurcatio
parameter, in addition to any physical control parameters present in system. D
the “rigidity” of these geometric “parameters,” care must be taken when adaptin
bifurcation theorems to relative equilibria of Hamiltonian systems. As a final prelimi
remark, we point out the fact that our theorems will be stated for bifurcation from a ge
relative equilibrium, not just from a pure (isolated) equilibrium. In the latter case
gradient character of the bifurcation equation (see Remark 3.1) simplifies the argu
(see Remark 5.5).

5.1. A Hamiltonian equivariant branching lemma

In the situation described above, letme ∈ M be a relative equilibrium satisfying th
degeneracy hypothesis (24). As we saw in Proposition 3.3, the bifurcation equatio
can be constructed so as to beGme,ξ -equivariant, which implies that for any subgro

2 Loosely speaking, a property of a system is generic if it is true unless additional constraints are adde
system (see [15]).
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K ⊂ Gme,ξ , B can be restricted to theK-fixed point subspaces in its domain and ran
hence we can find solutions ofB by finding the solutions of

BK := B|(m∗)K×VK0 ×gKme
: (m∗)K × V K0 × gKme → V K2 .

Assume now thatK ⊂ Gme,ξ is a maximal isotropy subgroup of theGme,ξ -action on
V0 and, moreover, that dim(V K0 ) = 1. Under this hypothesis we will look for pai
(η, v0) ∈ (m∗)K × V K0 satisfying

BK(η, v0,0)= 0. (25)

Note that dim(V K0 )= 1 implies that (see, for instance, [4])

L :=NGme,ξ (K)/K �
{ {Id},

Z2.

Recall thatL acts naturally on(m∗)K and onV K0 , and thatBK isL-equivariant. Dependin
on the character of theL-action, the first terms in the Taylor expansion of (25) can
written as

BK(η, v0,0)=
{
κ · η+ v2

0c+ · · · = 0 if L� {Id},
v0
(
κ · η+ v2

0c+ · · · )= 0 if L� Z2,

for some vectorκ ∈ (m∗)K and some constantc that are generically nonzero. The
expressions allow us to solve generically in both instancesv0 in terms of the other variable
via the Implicit Function Theorem, giving us saddle-node type branches ifL� {Id} and a
pitchfork bifurcation ifL � Z2 (see [15] for arguments of this sort). More explicitly, w
have proved the following result.

Theorem 5.1 (Equivariant Branching Lemma).Let me ∈M be a relative equilibrium o
the Hamiltonian system(M,ω,h,G,J :M→ g∗), where the Lie groupG acts properly on
the manifoldM. Suppose that there is a generatorξ ∈ g and a nontrivial vector subspac
V0 ⊂ TmeM for which

kerD2hξ (me)= gµ ·me ⊕ V0.

Then, generically, for any subgroupK ⊂Gξ ∩Gme for whichdim(V K0 )= 1 and the rigid
residual equation is satisfied on(m∗)K × V K0 × {0}, a branch of relative equilibria with
isotropy subgroupK bifurcates fromme. If NGme,ξ (K)/K � {Id}, the bifurcation is a
saddle-node; if NGme,ξ (K)/K � Z2, it is a pitchfork.

We will illustrate this result with an example in the following section.
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5.2. Bifurcation with maximal isotropy of complex type

In what follows we will use a strategy similar to the one introduced by Melbourne [3
the study of general equivariant dynamical systems to drop the hypothesis on the dim
of VK0 in the Equivariant Branching Lemma. Our setup will be the same as in Theorem
but in this case we will be looking at maximal complex isotropy subgroupsK of the
Gme,ξ -action onV0, that is, maximal isotropy subgroupsK for which

L :=NGme,ξ (K)/K �
{
S1,

S1 ×Z2.
(26)

Note that in such casesV K0 has even dimension.
As in the previous section, we will use the equivariance properties of the bifurc

equation in order to restrict the search for its solutions to theK-fixed space(m∗)K ×
V K0 × gKme . Moreover, we will consider only solutions of the form(0, v0, α) ∈ (m∗)K ×
V K0 × p, wherep is some AdNGme,ξ (K)-invariant complement tok in Lie(NGme,ξ (K)). Note
that (26) implies thatp� l� R.

We now show that the adjoint action ofNGme,ξ (K) on p is trivial. The canonica
projectionπ :NGme,ξ (K)→ L is a group homomorphism; hence the commutativity oL
implies that

π
(
ghg−1)= π(g)π(h)π(g)−1 = π(h)

for anyg, h ∈NGme,ξ (K). In particular,

Teπ · (Adgα)= d

dt

∣∣∣∣
t=0
π
(
g exp(tα)g−1)= d

dt

∣∣∣∣
t=0
π exp(tα)= Teπ · α

for any g ∈ NGme,ξ (K) and α ∈ Lie(NGme,ξ (K)), which implies that Adg − id maps
Lie(NGme,ξ (K)) into ker(Teπ) = k. Sincep ∩ k = {0} andp is AdNGme,ξ (K)-invariant, it
follows that(Adg − id)|p = 0 for all g ∈ NGme,ξ (K), i.e., that the adjoint action onp is
trivial.

Theorem 5.2. Let me ∈ M be a relative equilibrium of the Hamiltonian syste
(M,ω,h,G,J :M → g∗), where the Lie groupG acts properly on the manifoldM.
Suppose that there is a generatorξ ∈ g and a nontrivial vector subspaceV0 ⊂ TmeM

for which

kerD2hξ (me)= gµ ·me ⊕ V0.

Suppose that the fixed point setV
Gme,ξ
0 = {0}. Then for each maximal complex isotro

subgroupK of theGme,ξ -action onV0 such that[
Lie
(
NGm ,ξ (K)

)
,gKm

]= 0

e e
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and each AdNGme,ξ (K)-invariant complementp to k in Lie(NGme,ξ (K)) such that the

rigid residual equationρ(0, v0, α) = 0 is satisfied for allv0 ∈ V K0 andα ∈ p, there are
generically at least12 dimVK0 (respectively1

4 dimVK0 ) branches of relative equilibria
bifurcating fromme if NGme,ξ (K)/K � S1 (respectivelyS1 × Z2).

Proof. Let B :U3 ⊂ m∗ × V0 × gme → V2 be the bifurcation equation corresponding
the reduced critical point equations constructed aroundme using the MGS-slice mappin
introduced in (17). The equivariance of this slice mapping guarantees thatB is Gme,ξ -
equivariant; hence any solutions of

BK := B|(m∗)K×VK0 ×gKme
: (m∗)K × VK0 × g

K
me

→ VK2

are solutions ofB.
As we stated above, we will restrict our search to solutions in the set{0} × V K0 × p,

wherep is some AdNGme,ξ (K)-invariant complement tok. Identify V0 andV2 using an

invariant inner product〈〈 , 〉〉 and definẽBK :VK0 × p → V K0 through the relations〈〈
B̃ K(v0, α), u

〉〉 := 〈
BK(0, v0, α), u

〉=DNHη
(
0, v0 + v1(0, v0, α)

)
u
∣∣
η=Ξ(0,v0,α)

(27)

for any v0, u ∈ V K0 andα ∈ p. The equivariance properties ofB and the triviality of the
action onp imply thatB̃ K satisfies the following equivariance condition:

B̃ K(g · v0, α)= g · B̃ K(v0, α) for all g ∈NGme,ξ (K). (28)

Note that, as a corollary to this property, we have that

B̃ K(0, α)= 0 for all α, (29)

since for allg ∈ NGme,ξ (K), g · B̃K(0, α) = B̃ K(0, α) and, consequently, the isotrop
subgroup of B̃ K(0, α) containsNGme,ξ (K) and hence it strictly containsK. The
maximality ofK as an isotropy subgroup implies that the isotropy subgroup ofB̃ K(0, α)

isGme,ξ . However, by hypothesisV
Gme,ξ
0 = {0}; henceB̃ K(0, α)= 0, as claimed.

We find the solution branches by first finding an open ballBr(0) about the origin inV K0
and a functionα :Br(0)→ p satisfying〈〈

B̃ K
(
v0, α(v0)

)
, v0
〉〉= 0,

then using̃BK andα to define a family of vector fields on the unit sphere inV K0 . Standard
topological arguments show that these vector fields have the requisite number of equ
which correspond to solutions of the original equations.

As the first step in finding the functionα, we compute the Taylor expansion ofB̃ K . As
a result of the Lyapunov–Schmidt reduction and of (29), we can write

B̃ K(v0, α)= L(α)v0 + g(v0, α),
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whereL(α) is a linear operator such thatL(0)= 0, andg(v0, α) is such thatg(0, α)= 0,
Dv0g(0, α)= 0 for all α. Moreover, a lengthy but straightforward computation shows

L(α)=−PDNN jα(0,0)+L1(α),

wherejα = 〈j(·, ·), α〉 andL1(0)= L′
1(0)= 0. We now show that if we identifyV0 andV2

by means of an invariant inner product and identifyp with R, then there exists a consta
k ∈ N∗ such that

−PDNN jα(0,0)|VK0 = αkIVK0
, (30)

whereIV K0
denotes the identity onV K0 . Indeed, note that

jα(0, v)= 〈
J
(
Ψ (0, v)

)
, α
〉= 〈µ,α〉 + JαN(v)

and hence

DNN jα(0,0)(v,w)=DNNJαN(0)(v,w)= ωN
(
αN(v),w

)
(31)

for anyv,w ∈N
We now restrict our attention to elementsv, w ∈NK . Recall that sinceN is symplectic,

the vector subspaceNK is symplectic with a canonicalL action; hence for anyα ∈ l

and v ∈ N there is an infinitesimally symplectic transformationAα such thatαN(v) =
Aαv. The equivariant version of the Williamson normal form due to Melbourne
Dellnitz [31], implies the existence of a basis in whichAα andωNK admit simultaneou
matrix representations consisting of three diagonal blocks corresponding to the sub
ER, EC, andEH of NK on whichL acts in a real, complex, and quaternionic fashi
respectively. Moreover, in this basis the restrictions ofAα andωNK toEC take the form:

ωNK |EC
=±iI and Aα|EC

=±iα diag(k1, . . . , kq)

for some natural numbersk1, . . . , kq . The signs in these two equalities are consistent,
is, they are either both positive or both negative (in all that follows we will focus onl
the positive case). These expressions follow directly from the tables in [31] and the ab
of nilpotent parts inAα , which is dictated by the requirement thatAα be the zero matrix
whenα = 0. By hypothesisK is a maximal isotropy subgroup of theGme,ξ -action onV0
for whichVK0 ⊂EC. Moreover, since theL-action onV K0 \ {0} is free, there existsk ∈ N∗
such that

Aα|VK0 = ikαIV K0
.

Using this expression in (31), we obtain (30) and hence

B̃ K(v0, α)= αkv0 +L1(α)v0 + g(v0, α),
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whereL1(α) is of higher order than|α| andg(v0, α) is of higher order than‖v0‖. It follows
that in the equation

0= 〈
v0, B̃

K(v0, α)
〉= αk‖v0‖2 + 〈v0,L1(α)v0 + g(v0, α)

〉
we can factor out‖v0‖2 and then apply the Implicit Function Theorem to obtain a uni
functionα :Br(0)→ p, for somer > 0, near the solution(0,0).

Using this function we can define a one parameter family ofL-equivariant vector fields
Xε onS2n−1 by

Xε(u)= BK
(
εu,α(ε)u

)
.

The zeroes of these vector fields correspond to solutions of the bifurcation equation
L acts freely onS2n−1,Xε determines a smooth vector field̃Xε onS2n−1/L; the Poincaré–
Hopf theorem implies that genericallỹXε has at least

χ
(
S2n−1/L

)= {
χ
(
CP

n−1)= n if L� S1,

χ
(
CP

n−1/Z2
)= n/2 if L� S1 × Z2

equilibria.
The following lemma proves thatXε(u) is always orthogonal to the tangent spacel · u

of theL-orbit of u, i.e., 〈Xε(u), ζS2n−1(u)〉 = 0 for anyu ∈ S2n−1 andζ ∈ l. Hence the
equilibria ofX̃ε correspond to orbits of equilibria ofXε , which in turn determine orbits o
solutions of the bifurcation equation.

Lemma 5.3. If [Lie(NGme,ξ (K)),g
K
me

] = 0, then〈Xε(u), ζS2n−1(u)〉 = 0 for anyu ∈ S2n−1

andζ ∈ l.

Proof. We first show that̃BK(v0, α) is orthogonal tol · v0 for anyv0 ∈ V K0 andα ∈ p.
Givenα ∈ p, defineHα :VK0 → R andjα :VK0 → g∗ by

Hα(v0)=H
(
v0 + v1(0, v0, α)

)
and jα(v0)= j

(
v0 + v1(0, v0, α)

)
.

The equivariance ofv1 and triviality of the action onp imply thatHα is Gme,ξ -invariant
andjα isGme,ξ -equivariant.

We can choose the space annihilated byV2 as a complementV1 to V0 in V . (If V2 is
identified withV0 using an inner product, this choice forV1 is the orthogonal compleme
to V0 in V .) In this case,

DNHΞ(0,v0,α)
(
0, v0 + v1(0, v0, α)

) · v1 = 0

for anyv0 ∈ V0, v1 ∈ V1, andα ∈ gme . Hence, givenv0, u ∈ VK0 , α ∈ p, andζ ∈ gme,ξ ⊂ gµ,
if we setη=Ξ(0, v0, α) andv = v0 + v1(v0, α), then
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〈
B̃ K(v0, α), ζV0(v0)

〉
=DNHη(0, v)ζV0(v0)=DNHη(0, v)

((
id +DV0v1(0, v0, α)

)
ζV0(v0)

)
=D

(
Hα − jαη

)
(v0)ζV0(v0)=

〈
ad∗ζ jα(v0), η

〉= 〈
ad∗ζJN(v), η

〉
.

In particular, if ζ ∈ Lie(NGme,ξ (K)) and [Lie(NGme,ξ (K)),g
K
me

] = 0, then〈B̃ K(v0, α),

ζV0(v0)〉 = 0, sinceJN(v) ∈ (g∗me)K .
To complete the proof, note that the linearity of the action implies that

〈
Xε(u), ζS2n−1(u)

〉 = 〈
B̃ K

(
εu,α(εu)

)
, ζS2n−1(u)

〉
= 1

ε

〈
B̃ K

(
εu,α(εu)

)
, ζV0(εu)

〉= 0. ✷
Remark 5.4. Note that Theorem 5.2 provides a (generic) lower bound for the num
of branches of critical points bifurcating fromme. In fact, if me has nontrivial isotropy
then in many situations a sheet of critical points bifurcates fromme, rather than a finite
number of one dimensional branches. An example of this phenomenon is given i
tion 6. A continuous curve of bifurcation points with nontrivial isotropy appears in m
other symmetric Hamiltonian systems, including the Lagrange top and the Riemann
soids. (See, for example, [24–27].) In [24] it is shown that for Lagrangian systems wS1

symmetry this phenomenon occurs under conditions that are generic within that c
systems.

Remark 5.5. There are two cases in which Theorem 5.2 can be applied in a partic
straightforward manner. First, suppose that the relative equilibriumme is such that its
momentum valueµ= J(me) has an Abelian isotropy subgroupGµ. In such situation we
automatically have that[Lie(NGme,ξ (K)),g

K
me
] = 0 for anyK ⊂ Gme,ξ ⊂ Gµ and also,

using the techniques introduced in Section 3.2 (see especially Corollary 3.5), the co
on the rigid residual equation can be easily dealt with.

Another case of interest is whenme is actually an equilibrium with isotropy equ
to the entire symmetry groupG, i.e., theG-orbit of me is me itself. Note that in tha
casem = q = {0} and therefore the rigid residual equation is trivial. Also, the condi
[Lie(NGme,ξ (K)),g

K
me
] = 0 in the statement of the theorem is not necessary in that

since the bifurcation equation is variational (see Remark 3.1) and therefore the ass
vector field is orthogonal to theG-orbits, anda fortiori to theNGme,ξ (K))-orbits inVK0 .
It is interesting to note that in this case, the Equivariant Branching Lemma stat
Theorem 5.1 is not applicable, because the parameterη is now missing.

6. An example from wave resonance in mechanical systems

In order to illustrate our method we consider a Hamiltonian system inR8 (which we
identify with C4), with Hamiltonian functionh and symplectic matrix iIC4. We will assume
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thath is invariant under the canonical action of the torusG= S1×S1 on(C4, iIC4) defined
as follows:

Rφ,ψ(z1, z2, z3, z4)=
(
z1eiφ, z2eiψ, z3e2iφ, z4e2iψ),

(φ,ψ) ∈ S1 × S1, (z1, z2, z3, z4) ∈ C
4.

We assume in addition that the linearized Hamiltonian vector field has two pa
imaginary eigenvalues, namely,±iω in the (z1, z2) subspace, and±2iω in the (z3, z4)

subspace. This type of 1: 2 resonance occurs in a variety of mechanical syste
such as in capillary-gravity surface waves (see [6] and references therein). The
be additional symmetries in the system, such as reflection symmetry in space
would act for example by permutation ofz1 with z2 and of z3 with z4) and time
reversibility (transforming complex amplitudes to their conjugates). However, assu
these symmetries would not qualitatively affect the subsequent analysis and we sh
consider them in the sequel. In most applications one of theS1 invariance comes from th
transformation of the system into normal form, we refer to [46] and [45] for an exte
bibliography about Hamiltonian normal form theory.

Our goal is the identification of the relative equilibria of theG-equivariant Hamiltonian
vector field induced byh. Computations similar to those of [5] show that the general f
of aG-invariant, real smooth Hamiltonianh is

h= h(X1,X2,X3,X4,U1,U2,V1,V2),

where

Xj = zj z̄j , Uk = 1

2

(
z2
kz̄k+2 + z̄2

kzk+2
)
,

Vk =− i

2

(
z2
kz̄k+2 − z̄2

kzk+2
)
, k = 1,2.

Moreover, the Lie algebrag � R2 of G acts onC4 by

(ξ1, ξ2) · (z1, z2, z3, z4) �→ (iξ1z1, iξ2z2,2iξ1z3,2iξ2z4). (32)

The associated momentum mapJ can be written as

J(z1, z2, z3, z4)=
( |z1|2 + 2|z3|2
|z2|2 + 2|z4|2

)
. (33)

We now write the relative equilibrium equation,Dhξ (m)= 0, in complex coordinates. W
setξ = (ξ1, ξ2) and

aj = ∂h
, bk = ∂h

, ck = ∂h
.

∂Xj ∂Uk ∂Vk
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Thus

D
(
h− 〈J, ξ〉)(z) = (

(a1 − ξ1)z1 + (b1 + ic1)z̄1z3, (a2 − ξ2)z2 + (b2 + ic2)z̄2z4,

(a3 − 2ξ1)z3 + 1

2
(b1 − ic1)z

2
1, (a4 − 2ξ2)z4 + 1

2
(b2 − ic2)z

2
2

)
. (34)

We can use the symmetries of the system (34) to easily identify a branch of re
equilibria; we will then use the results of the previous sections to find other branch
relative equilibria bifurcating from this branch. The groupH = Z2 × S1 is an isotropy
subgroup of theG-action on C

4, with fixed-point subspace Fix(H) = {(0,0, z3,0) |
z3 ∈ C}. Therefore, this space is invariant under the mapD(hξ ); specifically,

D
(
h− 〈J, ξ〉)(0,0, z3,0)=

(
0,0, (a3 − 2ξ1)z3,0

)
.

Here we make the standard identification of(C4)∗ with C4. Thus every element of Fix(H)
is a relative equilibrium, each with a one-parameter family of generators(ξ̂1, ξ2), where

ξ̂1 = 1
2a3(0,0,X3,0,0,0) (35)

andξ2 is arbitrary. The trajectory of each such relative equilibrium is

z(t)= (
0,0,Ceiξ̂1t+ϕ,0

)
and is parameterized by a positive numberC and a phaseϕ. We call this family of relative
equilibria REI and analyze the bifurcation of new relative equilibria from this fam
by applying our slice map decomposition in the pointsze = (0,0,C,0). Notice that the
isotropy subgroup ofze equalsH := Z2 × S1, with Lie algebra ish := {(0, α): α ∈ R}.

In constructing a slice mapping using Proposition 2.2, note that the linearity o
phase spaceC4 allows us to use the trivial chart mapψ(u) = ze + u, whereu ∈ C4. The
linearization of the momentum map atze is

DJ(ze) · (δz1, δz2, δz3, δz4)=
(

4CRe(δz3)

0

)
,

with kerDJ(ze) = {(z1, z2, iy, z4): zj ∈ C, y ∈ R}. Using the notation introduced in th
first sections of the paper we have that the setm, that is, the orthogonal complement
h = gze in gµ = g, andV , the orthogonal complement tog · ze = {(0,0,2iξC,0) | ξ ∈ R}
in kerDJ(ze), equal

m ≈ m
∗ = {

(η,0)
∣∣ η ∈ R

}
and V = {

(z1, z2,0, z4)
∣∣ zj ∈ C

}
.

Finally, we setW = {(0,0, η,0) | η ∈ R}. These choices yield the slice map

Ψ (η, v) := (
0,0, n(η),0

)+ v = (
z1, z2, n(η), z4

)
, wheren(η) := C + η

.

4C
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The composition of the augmented Hamiltonian with this slice mapΨ is(
Hξ
)
(η, v) = h

(
X1,X2, n

2,X4, nY1,U2, nZ1,V2
)− ξ1(X1 + 2n2)− ξ2(X2 + 2X4),

whereY1 := Re(z2
1), Z1 := Im(z2

1), andn= n(η).
The analysis of the relative equilibria is simplified by the commutativity ofg, which

implies thatgµ = g and the two “rigid” equilibrium conditions (RE1) and (RE2) a
trivially satisfied. Hence the first nontrivial step in the algorithm is Step 2: The mapω1 is
simplyω1(η,β,α)= (ξ̂1+β, ξ2+α). We setã3 = a3(X1,X2, n

2,X4, nY1,U2, nZ1,V2)−
a3(0,0, n2,0,0,0,0,0). Then

0=Dm∗
(
Hω1

)
(η, v)= 2ã3n+ b1Y1 + c1Z1 − 4βn

4C
.

Solving this equation forβ yields

Ξ(η, v,α)= (
ξ̂1 + β(η, v), ξ2 + α

)= (
a3

2
+ b1Y1 + c1Z1

4n(η)
ξ2 + α

)
and

DV
(
HΞ(η,v,α)

)
(η, v)

=
((
a1 − a3

2
− b1Y1 + c1Z1

4n

)
z1 + (b1 + ic1)nz̄1,

(
a2 − (ξ2 + α)

)
z2

+ (b2 + ic2)z̄2z4,
(
a4 − 2(ξ2 + α)

)
z4 + 1

2
(b2 − ic2)z

2
2

)
. (36)

The bifurcation of relative equilibria from(REI ) depends on the invertibility of th
linearization of the relative equilibrium equation inV at the point(0,0). The second
variationDVV (HΞ)(0,0) has eigenvalues and eigenspaces

λ+1 = a1 − a3

2
+C

√
b2

1 + c2
1 (simple)

λ−1 = a1 − a3

2
−C

√
b2

1 + c2
1 (simple)

 , V1 =
{
(z1,0,0,0)

∣∣ z1 ∈ C
}
,

λ2 = a2 − ξ2 (double), V2 =
{
(0, z2,0,0)

∣∣ z2 ∈ C
}
,

λ4 = a4 − 2ξ2 (double), V4 =
{
(0,0,0, z4)

∣∣ z4 ∈ C
}
.

These eigenvalues depend onC which we can take as a free parameter. Note that
isotypic decomposition ofV with respect to the action ofH guarantees the decompositi
of DVV (HΞ)(0,0) into three 2× 2 blocks associated toV+

1 ⊕ V−
1 , V2, andV4, since the

action ofS1 separates thez1 component fromz2 andz4, while the action ofZ2 separates
further thez2 component fromz4.

There are two kinds of bifurcation points:
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(1) Bifurcation at λ+1 or λ−1 = 0. As these are simple eigenvalues, the Lyapun
Schmidt procedure yields one-dimensional bifurcation equations. The conditio
the Hamiltonian Equivariant Branching Lemma are met, hence we can conclu
existence of a bifurcated branch of relative equilibria parameterized byη ∈ R at each
of these points. Note thatZ2 acts as−Id on the eigenvectors associated with th
eigenvalues. Thus it follows that the bifurcation is ofpitchforktype. The isotropy group
of these solutions still containsS1. Therefore these relative equilibria fill 1-tori, th
is, they are still periodic solutions for the Hamiltonian vector field.
Note that in this case,C can be taken as the bifurcation parameter. However th
equivalent to takingη, sinceW is defined as the subspace{(0,0,C + η,0)} in C4.

(2) Bifurcation at λ2 = 0 or λ4 = 0. In both of these cases, the eigenvalue is do
and therefore the spaceV0 determined by the Lyapunov–Schmidt procedure is
dimensional. Note thatS1 × {I} acts trivially onV2 andV4. Therefore, the isotrop
subgroup is maximal of complex type in both cases. Applying Theorem 5.2 y
at least one branch of circles of relative equilibria in each case. In fact, ther
two-parameter family (modulo symmetry) of relative equilibria containing (REI ).
These solutions live on 2-tori and are quasi-periodic whenever the ratio of th
components of the generator is irrational. What distinguishes these two families
from the fact that they bifurcate at different values ofξ2, is their symmetry: the isotrop
of the solutions bifurcating in thez4 direction isZ2, while it reduces to the trivial grou
for those bifurcating in thez2 direction.

Note that while the bifurcations associated toλ±1 = 0 generically occur only at isolate
values ofC, the bifurcations associated toλ2 = 0 andλ4 = 0 occur for any value ofC
satisfying the nondegeneracy conditiona2(0,0,C2,0) �= a4(0,0,C2,0), since the secon
componentξ2 of the generator atze can always be chosen to equala2(ze) or a4(ze).

We now proceed with the actual solution of the bifurcation equation. We first con
the bifurcation atλ+1 = 0. Generically, the remaining eigenvalues are nonzero at
point; we shall consider only this case. We simplify the algebra by settingc1 = 0.
The eigenspace forλ+1 is now V+

1 = {(x,0,0,0) | x ∈ R}. SinceV +
1 is invariant under

DV (HΞ), the uniqueness ofv1 implies thatv1 ≡ 0 and the bifurcation equation (B1)
simplyDV (HΞ)|V+

1
= 0, i.e.,

0=DV
(
HΞ(η,(x1,0,0),α)

)(
η, (x1,0,0)

)= (
f1
(
η,x2

1

)
x1,0,0

)
,

where

f1(η, s) := 2a1
(
s,0, n2,0, ns,0

)− a3
(
s,0, n2,0, ns,0

)
− s

n
b1
(
s,0, n2,0, ns,0

)
, n= n(η).

Unless we are in the highly degenerate case in whichDηf1(0,0) = Dsf1(0,0) = 0, we
can use the Implicit Function Theorem to solve for one variable in terms of the oth
for example, we solve forη as a function ofs, we obtain a unique functionη : (−ε, ε)→ R
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for someε > 0 satisfyingf1(η(s), s) = 0, and henceDV (HΞ(η(x2
1),(x1,0,0),α))(η(x2

1), (x1,

0,0)) = 0 for all x2
1 ∈ [0, ε). Implicit differentiation of f2(η(s), s) = 0 yields η(s) =

s
4C + o(s2). Note that the group{0} × S1 is an isotropy subgroup ofG, with fixed-point
spacez2 = z4 = 0. The bifurcation under consideration takes place in this subspace
caseλ−1 = 0 is entirely analogous with the eigenspaceV −

1 = {(iy,0,0,0) | y ∈ R}.
We now consider the caseλ±1 �= λ2 = 0 �= λ4. Again in order to (slightly) simplify the

algebra, we setc2 = 0. Application of the Lyapunov–Schmidt procedure yields

v1(η,X2)=
(
0,0,0, z4(η,X2)

)
, wherez4(η,X2) := b2z

2
2

2(a4 − 2(a2 + α)) .

Substitutingv1 intoDV (HΞ(η,v,α))(η, v) yields

B(η, z2, α) = DV
(
H− jΞ(η,z2+v1(η,X2),α)

)(
η, z2 + v1(η,X2)

)
= (

0, f2(η,X2, α)z2,0,0
)
,

where

f2(η,X2, α) := b2
2X2

2(a4 − 2(a2 + α)) + α;

herea2, a4, and b2 are all evaluated at(0,X2, n(η)
2,0,0). Sincef2(0,0,0) = 0 and

Dαf2(0,0,0)= 1, there exists a neighborhoodW of (0,0) in R × [0,∞) and a function
α :W → R such thatf2(η,X2, α(η,X2))= 0 for all (η,X2) ∈W . Sincef2 depends onz2
only throughX2 = |z2|2, each zero off2 determines a circle of critical points ofHΞ . The
caseλ4 = 0 is entirely analogous.

Note that in the casesλ2 = 0 andλ4 = 0, varying the parameterη simply shifts the
real component ofz3, and hence is equivalent to shifting the initial relative equilibri
ze = (0,0,C,0); thus, when computing the complete bifurcation diagram near
line {(0,0,C,0): C ∈ R}, we find that generically two pitchforks of revolution, o
corresponding toλ2 = 0 and the other toλ4 = 0, emerge from each point(0,0,C,0). In
addition, there may be isolated points at which conventional (one dimensional) pitch
emerge, corresponding toλ±1 = 0.
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